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A new domain decomposition method is presented for the exterior Helmholtz
problem. The nonlocal Dirichlet-to-Neumann (DtN) map is used as a nonreflecting
condition on the outer computational boundary. The computational domain is divided
into nonoverlapping subdomains with Sommerfeld-type conditions on the adjacent
subdomain boundaries to ensure uniqueness. An iterative scheme is developed, where
independent subdomain boundary-value problems are obtained by applying the DtN
operator to values from the previous iteration. The independent problems are then
discretized with finite elements and can be solved concurrently. Numerical results
are presented for a two-dimensional model problem, and both the solution accuracy
and convergence rate are investigated.c© 1998 Academic Press
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1. INTRODUCTION

In acoustics, the Helmholtz equation is the basic equation governing the propagation and
scattering of time-harmonic sound. As a result, it has been extensively treated both ana-
lytically and numerically. However, as the field of applications extends to more complex
problems and geometries, one needs to develop more accurate and powerful computational
methods. Computational acoustics must resolve the waveform with minimum dispersion
and dissipation. This requirement leads to a large number of grid points and, as a conse-
quence, one ends up solving a very large system of equations. Numerical methods developed
for solving such systems generally use iterative schemes. Because of the large memory re-
quirements and to take advantage of parallel implementation, more recent iterative schemes
are based on Schwarz domain decomposition wherein the computational domain is divided
into several smaller subdomains which can be treated concurrently.
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There are, however, many fundamental issues associated with such methods. First,
one needs to define the boundary conditions between adjacent subdomains so as to ensure
uniqueness and convergence of the solution. Other issues are whether to consider underre-
laxation and/or subdomain overlap as a way to accelerate the convergence of the scheme.

A domain decomposition numerical scheme will give a unique solution if the boundary-
value problem associated with each subdomain has no eigen-solutions. Despr´es [1] has
shown that Sommerfeld-type boundary conditions between adjacent subdomains will lead
to a unique solution of the Helmholtz equation in a given finite domain. Moreover, he has
also shown that such a solution will converge to the exact solution of the boundary-value
problem.

The present paper is concerned with developing a domain decomposition method (DDM)
for an external scattering problem in an infinite domain. One important application for this
class of problems can be found in aeroacoustics wherein a streaming motion interacts with
a body and radiates sound in the far field. The governing equations for unsteady flows
are the Navier–Stokes equations. However, because of the large memory and CPU time
requirements in aeroacoustic computations, it is often possible [2, 3] to divide the flow
domain into inner and outer regions with an overlapping area or simply separated by an
artificial surface0 as in Fig. 1. In the inner region surrounding the body, sound is generated
as a result of the generally nonlinear interaction of the incoming flow with the body (the
nonuniform flowregion). In this sound-generating region the Navier–Stokes equations or,
as often is the case, the Euler equations are used to model the flow. In the outer region,
which may extend to infinity, sound propagates. If viscous dissipation is negligible in the
outer region, the linearized Euler equations can then be used to model the propagating
sound. Euler’s equations linearized about amean uniform flowcan be reduced to a single
Helmholtz equation for a function related to the pressure or to the unsteady potential, as
shown in [2, 4].

In order to completely define the boundary-value problem for the inner (outer) region, a
condition must be imposed along the outer (inner) boundary of this region in the overlapping
case, or along the separating surface0. This condition also provides the coupling between
the inner and outer fields, and an iteration mechanism for the two solutions. Moreover,

FIG. 1. Schematic of a body in nonuniform flow.
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the causality principle leads to the usual Sommerfeld radiation condition for the outer
boundary-value problem.

Since dispersion and dissipation errors are cumulative, numerical computations of un-
steady flows may yield very accurate near- and mid-field solutions with inaccurate far-field
results [4]. Therefore, in a general aeroacoustic/aerodynamic problem, one may first solve
the inner problem by imposing, for example, a Sommerfeld radiation condition along its
outer computational boundary [5]. The outer acoustic problem can then be solved with
the Kirchhoff method, using the mid-field results of the inner problem [6, 7]. An iterative
scheme may thus be developed by solving again the inner problem with conditions ob-
tained from the solution of the outer problem, and so on. Details of an iterative scheme for
nonoverlapping regions, consistent with Despr´es [1] method, are given in Appendix A.

As already mentioned, the problem in the infinite domain exterior to0 can be solved by
using the Kirchhoff’s method [3], with the benefit of a priori satisfaction of the radiation
condition at infinity. However, this method introduces nonuniqueness at the characteristic
wavenumbers of the corresponding homogeneous interior problem (which is not a property
of solutions of the boundary-value problem in its original form) [8, p. 474]. Besides, if the
Kirchhoff method is used with a free-space Green’s function, one needs to specify along
0 both the values of the function and its normal derivative. These quantities are given by
the inner solution. However, numerical differentiation introduces significant inaccuracies
[4, 6]. The alternative would be to use a special Green’s function which vanishes at the
boundary0. This, however, requires the solution of an integral equation and will not be
practical for a complex geometry [7].

An alternative to the boundary integral formulation for the outer region is a domain-based
computation. For numerical implementation, one needs to transfer the radiation condition
at infinity to anouter computational boundaryB surrounding the body at finite distance.
At high frequency and high Mach number flows, the inner solution is very sensitive to
spurious reflection fromB. It is therefore necessary to apply an exact nonreflecting boundary
condition alongB. An exact analytical relation between the unknown function and its normal
derivative, called Dirichlet-to-Neumann map (DtN), can be derived ifB is, for example,
a circle (in two dimensions) or a sphere (in three dimensions) [9]. Note that this nonlocal
DtN map involves the values of the unknown function over the whole artificial boundaryB.

In this paper we develop a domain decomposition numerical method to solve the
Helmholtz equation in the outercomputational domainÄ surrounded by theinnerboundary
0 andouter boundaryB (Fig. 1). The approach uses the domain decomposition method
with Sommerfeld boundary conditions along the adjacent surfaces between the subdomains,
Dirichlet, Neumann, or Robin conditions along theinner boundary0, and the DtN map
along theouter boundaryB. The finite element method is used to solve the boundary-
value problem in each subdomain. There are several advantages introduced by the present
method.First, instead of solving one large system of equations, one has to solve several
independent smaller systems for each subdomain. This can be performed concurrently on
parallel computers. Moreover, at every iteration only the right-hand vectors need updating
while the subdomain matrices remain unchanged.Second, the nonlocal DtN map is applied
to the known values on the outer boundary from the previous iteration and it does not add
nonzero elements in the subdomain matrices.

In Section 2 the general boundary-value problem is formulated and the DtN map con-
dition is introduced. In Section 3, the DDM is outlined and the boundary-value problem
is formulated for every subdomain. Section 4 presents the new approach for solving the
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exterior Helmholtz problem, which combines the DDM and the DtN map. In Section 5,
numerical results using the present method are shown for a 2D model problem. Both the so-
lution accuracy and the convergence rate are investigated. The conclusions are summarized
in Section 6.

2. THE HELMHOLTZ PROBLEM IN AN EXTERIOR DOMAIN

Let0 be a closed curve (in 2D) or a closed surface (in 3D) andD, the infinite (unbounded)
domain exterior to0. We consider the boundary value-problem for the Helmholtz equation,

Lφ = 0 inD, (1)

∂φ

∂ν
+ iαφ = g on0, (2)

lim
r→∞ r (d−1)/2

(
∂φ

∂r
+ i kφ

)
= 0, (3)

whereL = ∇2 + k2 is the Helmholtz operator,k is the wavenumber,g is a given function
on0, α is a real constant,d = 2 or 3, the space dimension,i = √−1, the imaginary unit,
andr is the distance measured from the origin taken near0; ∂φ/∂ν denotes the outward
normal derivative.

The condition at infinity (3) is theSommerfeld radiation condition, which assures the
uniqueness of the solution. For a finite computational domainÄ, one must introduce a
computational boundaryB on which a new boundary condition which replaces (3) must
be imposed. For this purpose it is convenient thatB be chosen to be a circle or a sphere
of radiusR, centered at the origin, for which the analytical solution in the exterior domain
D′ =D−Ä, with Dirichlet conditions onB and the Sommerfeld condition at infinity,
is known. By differentiating this solution with respect to the radiusr , one obtains the
relationship between the function and its normal derivative,

∂φ

∂ν
=Mφ onB,

whereM is the DtN operator [9].
For the two-dimensional Helmholtz equation with the boundary condition

φ = φ(R, θ) onB, (4)

and the radiation condition (3), the solution is

φ(r, θ) = 1

π

∞∑
n=0

′ H (2)
n (kr)

H (2)
n (k R)

∫ 2π

0
cosn(θ − θ ′)φ(R, θ ′) dθ ′. (5)

The prime on
∑

indicates that forn= 0 the coefficient is halved.H (2)
n is the Hankel function

of the second kind.
The relation between the normal derivative of the function and its values onB is obtained

by formally differentiating (5) with respect tor and takingr = R:

∂φ

∂ν
(R, θ) =Mφ(R, θ) = k

π

∞∑
n=0

′H (2)′
n (k R)

H (2)
n (k R)

∫ 2π

0
cosn(θ − θ ′)φ(R, θ ′) dθ ′ onB. (6)
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The boundary-value problem (1), (2), and (6) is equivalent to the variational problem:
find φ ∈ H1(Ä) such that for allw ∈ H1(Ä),∫

Ä

(∇w · ∇φ − k2wφ) dÄ+ iα
∫
0

wφ d0 −
∫
B
w(Mφ) dB =

∫
0

wg d0, (7)

where H1(Ä) is the usual Sobolev space. To obtain a discrete form of this variational
problem, we discretizeÄ into a finite number of element subdomains,Äe, and within
each element the function is approximated using the nodal values,φe

j , and the nodal basis
functions,Ne

j :

φ(x) =
∑

j

φe
j N

e
j (x).

The usual procedure of assembling the elements leads to a linear system of equations, with
additional nonzero entries in the matrix from the nonlocal DtN map. IfP and Q are two
nodes onB, then the corresponding DtN contribution is

µP Q =
∫
B

NP(MNQ) dB

= k R

π

∞∑
n=0

′H (2)′
n (k R)

H (2)
n (k R)

θP+1θ∫
θP−1θ

θQ+1θ∫
θQ−1θ

NP(R, θ)NQ(R, θ
′) cosn(θ − θ ′) dθ dθ ′. (8)

For practical computations, the sum is truncated to a finite number of terms,N. Harari and
Hughes [10] have shown that in order to guarantee the uniqueness of the solution,N ≥ k R.
An alternative approach has been proposed by Grote and Keller [11], which keeps the exact
DtN for the firstN modes (whereN can be smaller thank R) while using the Sommerfeld
condition for the higher order modes. This ensures the uniqueness of the solution in the
computational domain and, in general, improves upon the accuracy.

In the present paper we are using quasilinear quadrilateral elements. If we assume constant
angular spacing,1θ , between the nodes alongB, then the double integral in (8) can be
expressed analytically [12],

µP Q = k R

π

∞∑
n=0

′H (2)′
n (k R)

H (2)
n (k R)

4(1− cosn1θ)2

1θ2n4
cosn(θP − θQ). (9)

In the above expression, the term forn = 0 is obtained by taking the limit forn→ 0 and is
equal to−[H (2)

1 (k R)/H (2)
0 (k R)](1θ)2. Note that the series in (9) is convergent because for

largen we haveH (2)′
n (k R)/H (2)

n (k R) ∼ −n/(k R). Therefore we can satisfy the condition
N ≥ k Rwith minimal computational effort.

The computational aspects of the nonlocal DtN in conjunction with the finite element
method (FEM) are discussed in [9, 13]. The major inconvenience due to the additional
nonzero elements introduced by the DtN operator in the global matrix has been addressed
by Malhotra and Pinsky [14]. By recognizing that an iterative solver involves a matrix–
vector product, they proposed that this product be evaluated at the element level without
the explicit assembly of any global matrices. As a result, by eliminating the full matrix
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storage, this methodology reduces both the memory requirements and the computational
cost in comparison with the implementation proposed by Keller and Givoli [9].

The scheme we propose in this paper uses a different approach to overcome the prob-
lems associated with the nonlocality of the DtN map. Instead of solving a global system of
equations, we are dividing the computational domain into several nonoverlapping subdo-
mains and then solving independently smaller systems of equations. For each subdomain
only Sommerfeld-type boundary conditions are imposed (i.e., the quantity∂φ/∂ν + ikφ is
prescribed), except eventually for the portion of0 for the subdomains adjacent to the inner
boundary. An iterative technique is employed to update the subdomain boundary conditions
so that the correct global solution is recovered. The DtN operatoractsonly on the values
from thepreviousiteration (known) to find the boundary conditions for the current iteration
and it doesnot add additional nonzero elements in the subdomain matrices. Thus for a
structured grid one can efficiently use a band matrix storage for each subdomain.

3. DESPRÉS DOMAIN DECOMPOSITION METHOD

FOR THE HELMHOLTZ EQUATION

Després [1] proposed an iterative nonoverlapping DDM for the Helmholtz problem,

Lφ = f in Ä, (10)

∂φ

∂ν
+ ikφ = g on ∂Ä, (11)

whereÄ is a bounded open set inRd and∂Ä is its boundary.
The main idea was to choose Sommerfeld-type transmission condition between subdo-

mains so that there are no real eigenvalues for the inner homogeneous problem, and the
DDM is well posed. This leads to the following iterative scheme,

Lφm+1
i = f in Äi , (12)(

∂νi + ik
)
φm+1

i = (−∂ν j + ik
)
φm

j on6i, j , (13)(
∂νi + ik

)
φm+1

i = g on6i , (14)

whereÄi is a finite sequence of nonoverlapping open sets embedded inÄ such thatǞ =
∪Ǟi , 6i, j = Ǟi ∩ Ǟ j for contiguousÄi andÄ j , 6i = Ǟi ∩ ∂Ä andm is the iteration index.

The convergence proof was done by considering the following homogeneous problem
for the errorem=φ − φm,

Lem+1
i = 0 inÄi , (15)(

∂νi + ik
)
em+1

i = (−∂ν j + ik
)
em

j on6i, j , (16)(
∂νi + ik

)m+1
i = 0 on6i . (17)

If we introduce the boundary error energy calculated along the subdomain boundaries,

Em =
∑

i

∫
∂Äi

(∣∣∂νi e
m
i

∣∣2+ k2
∣∣em

i

∣∣2),
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then it is possible to establish

Em+1 = Em− 4k2
∫
∂Ä

|em|2. (18)

Since E is positive, E→ 0 as the iterations evolve and, consequently,em
i → 0.

4. THE DOMAIN DECOMPOSITION METHOD WITH

DIRICHLET-TO-NEUMANN MAP

Using the concept of Sommerfeld-type transmission conditions we have constructed the
following DDM nonoverlapping scheme for the boundary-value problem (1), (2), and (6),

Lφm+1
i = 0 inÄi , (19)

∂φm+1
i

∂νi
+ iαφm+1

i = g on0i , (20)(
∂νi + ik

)
φm+1

i = (−∂ν j + ik
)
φm

j on6i, j , (21)(
∂νi + ik

)
φm+1

i = (Mφm)i + ikφm
i onBi , (22)

where0i =0 ∩ ∂Äi ,Bi =B ∩ ∂Äi , andM denotes the DtN operator. Note that we have
replaced in the right-hand side of (22) the normal derivative∂νφ

m by its exact expression
Mφm which satisfies the condition at infinity (3).

For the first iteration, the right-hand side terms in (21) and (22) are taken to be zero.
In order to investigate the convergence of the new iterative scheme, one wants to obtain

an energy-type equation similar to (18), starting with the following homogeneous problem
for the errorem=φ − φm,

Lem+1 = 0 inÄi , (23)

∂em+1
i

∂νi
+ iαem+1

i = 0 on0i , (24)(
∂νi + ik

)
em+1

i = (−∂ν j + ik
)
em

j on6i, j , (25)(
∂νi + ik

)
em+1

i = (Mem)i + ikem
i onBi . (26)

If we define the boundary error energy as

E=
∑

i

∫
∂Äi

(∣∣∂νi ei

∣∣2+ k2|ei |2
)
− (α − k)2

∫
0

|e|2 (27)

then it can be shown (see Appendix B) that

Em+1− Em =
∫
B

(
|Mem + ikem|2− ∣∣−∂νem + ikem

∣∣2)
=
∫
B

{|Mem|2− ∣∣∂νem
∣∣2+ 2k

[
=(emMem)+ =(em∂νe

m
)]}

, (28)
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whereem is the complex conjugate ofem and= denotes the imaginary part. Note that if
we takeMem = ∂νem = −ikem, which corresponds to Despr´es iteration scheme, Eq. (28)
reduces to (18).

The two-dimensional DtN map can be rewritten as

(Mφm)(R, θ) = k

π

∞∑
n=0

c(2)n

∫ 2π

0
cosn(θ − θ ′)φm(R, θ ′) dθ ′, (29)

with

c(2)n =


−H (2)

1 (k R)

2H (2)
0 (k R)

for n = 0,

H (2)
n−1(k R)− H (2)

n+1(k R)

2H (2)
n (k R)

for n ≥ 1,

where=c(2)n < 0 and is bounded [10]. If we assume only thatMem ≈ ∂νem, and substitute
this in (28), we obtain

Em+1− Em = 4k
∫
B
=(emMem) = 4k2

[
R

π

∞∑
n=0

′(=c(2)n

)
Cm

n

]
< 0, (30)

where

Cm
n =

∣∣∣∣∫ 2π

0
cos(nθ)em(R, θ)dθ

∣∣∣∣2+ ∣∣∣∣∫ 2π

0
sin(nθ)em(R, θ)dθ

∣∣∣∣2 > 0.

As a result, it can be seen that the energy defined by (27) decreases at each iteration asm
increases.

5. NUMERICAL RESULTS

In order to assess our computational approach, we consider a model problem with a
known analytical solution. Figure 2 shows this model problem, which consists of a source

FIG. 2. The computational domain and the finite element mesh.
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located at a point S in an unbounded domain and radiating sound. The potential associated
with such a sound source can be written as

φ = H (2)
0 (krs),

wherers is the distance to the source S.
The corresponding computational problem is constructed as follows. A circle centered on

S and of radiusR1 is taken to be the inner boundary0, along which a Neumann condition,

∂φ

∂ν
= kH(2)

1 (k R1),

is applied. The outer boundaryB is a circle centered at the origin O with radiusR2. The
computation domain between the nonconcentric circles0 andB is divided into two nonover-
lapping subdomainsÄ1 andÄ2 by a boundary6 consisting of the intercept between0 and
B of a line passing by the origin.

The wavenumber was takenk=π . Four noded quadrilateral elements are used to dis-
cretize the subdomain boundary value problems. Figure 2 also shows the finite element
mesh for each subdomain.

For the first iteration, the following Sommerfeld-like boundary conditions were assumed
on the subdomain boundaries except0,(

∂νi + ik
)
φ0

i = 0 onB and6.

The next iterations are performed using one of two kinds of boundary conditions onB:

(a) Sommerfeld-like, (
∂νi + ik

)
φm+1

i = 0 onBi .

(b) DtN map, (
∂νi + ik

)
φm+1

i = (Mφm)i + ikφm
i onBi .

At every iteration, for each subdomainÄi we have to solve a system of linear equations
of the form

[ Ai ]
{
φm+1

i

} = {bm+1
i

}
.

Note that only the right-hand vector is modified from one iteration to another; the matrix
[ Ai ] remains unchanged. This is animportantadvantage because the system matrix needs
to be constructed only once. Moreover, after computing the LU factorization for the sub-
domain matrices, solving a sequence of linear systems for different right-hand vectors can
be performed at a reduced computational cost.

For the numerical implementation of the iteration equation (21) on the subdomain inter-
faces we take advantage of the finite element formulation. IfP is a node on the interface
6i j , then the corresponding entries in the right-hand vector at the iterationm+ 1 can be
computed as {

bm+1
i

}
P
= −[ Ā j ]P

{
φm

j

}
,{

bm+1
j

}
P
= −[ Āi ]P

{
φm

i

}
,
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where [Ā j ]P and [Āi ]P are the complex conjugates of the rows corresponding to the nodeP
in [ Aj ] and [Ai ], respectively. WhenP is at the intersection between the subdomain inter-
faces6 and the inner or outer boundaries, the above equations are modified to accommodate
the boundary conditions on0 andB, respectively.

A quantity which can be used to evaluate the convergence of the iterative scheme is the
norm

βm+1 =
∑

i

∥∥[ Ai ]
{
φm+1

i

}− {bm
i

}∥∥
2, (31)

which in our case quantifies in some sense the change in the right-hand vector from one
iteration to another. The iterations can be terminated whenβ becomes smaller than a given
value.

For this particular model problem, we can also estimate the accuracy of the numerical
solution in comparison to the analytical one. For each noden one can define the relative
error,

εm
n =

∣∣(φm
n

)
numeric− (φn)analytic

∣∣
|(φn)analytic| . (32)

This is a local indicator for the solution accuracy. A global accuracy parameter can be
defined as the average relative error

εm =
∑

n ε
m
n

number of nodes
. (33)

Of course, the normβm can always be defined, whileεm
n requires knowledge of the analytical

solution. For the present model problem, as will be shown below, the two parameters have
a similar behavior as the iterations evolve.

Figure 3 shows the relative error,(err[%]= 100εn), distribution for the converged solu-
tion. First, it can be seen that the Sommerfeld condition onB leads to spurious reflections
with local relative errors up to 15%. The DtN map leads to the correct solution with 0.2%
average error. Second, the iterative scheme practically eliminates the discontinuities at the
subdomain interfaces.

FIG. 3. The error distribution for (a) Sommerfeld-like boundary condition and (b) Dirichlet-to-Neumann map
onB.
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FIG. 4. The convergence history with DtN map on the outer boundary.

Figure 4 presents the convergence history for both the normβ and the average relative
errorε̄. Note that the two parameters have similar behavior, although onlyβ can be evaluated
for a general problem. Practically, an acceptable solution is obtained after 10 iterations.

It should also be mentioned that the convergence rate can be improved by using underre-
laxed iterations for the nonoverlapping DDM [15], or by using an overlap [16]. However,
for the present paper, we limit our analysis to the application of the domain decomposition
algorithm in conjunction with the DtN map.

6. CONCLUSIONS

This paper presents a domain decomposition method for solving the Helmholtz equation
in the infinite domain exterior to an arbitrary boundary0. The finite computational domain
is obtained by surrounding0 with an outer boundaryB. By choosingB to be a circle (2D) or
a sphere (3D) and using the DtN map, the boundary conditions can be specified analytically.

Because the computational domain may be too large, it is divided into several subdomains
in which the boundary-value problem can be solved independently. The global solution is
obtained by iteration.

This new method has the following advantages:

(a) Although the DtN operatorM is nonlocal, the present method appliesM on the
values of the unknown function from the previous iteration and thus it doesnot introduce
additional non-zero elements in the subdomain matrix.

(b) The method is particularly suitable for parallel computing since at each iteration one
solves severalindependentboundary-value problems.

(c) The matrix obtained by assembling the finite element matrices does not change
from one iteration to another; only the right-hand vector must be updated at each iteration,
therefore reducing the computational cost.

In conclusion, the use of DDM has removed the nonlocality drawback of DtN, leading,
at the same time, to a parallel algorithm.
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FIG. 5. Schematic for the inner and outer computational regions.

APPENDIX A: ITERATIVE SCHEME FOR NONOVERLAPPING

INNER AND OUTER REGIONS

Consider a computational domainÄ surrounding the bodyS and surrounded at large
distance by a surfaceB. We divideÄ into an inner region,Äinn, and an outer region,Äout,
by a surface0, as shown in Fig. 5.

Let ν inn and νout be the unit normals to0 outward ofÄinn andÄout, respectively
(ν inn=−νout). The arbitrary surface0 is located at a distance fromSsuch that the unsteady
flow in Äout is outside the strong interaction zone surrounding the body, and the flow is
governed by the Euler equations linearized about a uniform mean flow. It is then possible
to assume that in the neighborhood of0 this linearization is valid and that on either side of
0 these equations can be reduced to a single Helmholtz equation for functionsφinn andφout

related to the unsteady pressure. Thus, we have

(∇2+ k2)φinn = 0, (34)

(∇2+ k2)φout = 0, (35)

R(φout) = 0 alongB, (36)

where we have assumed thatφout satisfies a radiation condition (36) alongB. The flow in
Äinn is, in general, governed by a system of nonlinear equations (Navier–Stokes or Euler)
with specified conditions alongS.

In order to complete the two boundary-value problems, we propose the following iterative
scheme:

1. The inner boundary-value problem is first solved with the condition

∂φ
(0)
inn

∂νinn
+ ikφ(0)inn = 0 along0. (37)

2. The outer boundary-value problem, (35) and (36), is solved with the condition

∂φ
(0)
out

∂νout
+ ikφ(0)out = −

∂φ
(0)
inn

∂νinn
+ ikφ(0)inn = 2ikφ(0)inn along0. (38)
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3. The inner problem is then solved with

∂φ
(1)
inn

∂νinn
+ ikφ(1)inn = −

∂φ
(0)
out

∂νout
+ ikφ(0)out = 2ik

(
φ
(0)
out− φ(0)inn

)
along0, (39)

and so on for themth iteration,

∂φ
(m)
inn

∂νinn
+ ikφ(m)inn = 2ik

m−1∑
j=0

(
φ
( j )
out − φ( j )

inn

)
, (40)

∂φ
(m)
out

∂νout
+ ikφ(m)out = 2ikφ(m)inn − 2ik

m−1∑
j=0

(
φ
( j )
out − φ( j )

inn

)
. (41)

APPENDIX B: DERIVATION OF THE BOUNDARY ERROR ENERGY EQUATION

In [1] Després proved that ife is the weak solution for the Helmholtz equation in the
domainÄ, then on the boundary∂Ä we have∫

∂Ä

|(∂ν + ik)e|2 =
∫
∂Ä

|(∂ν − ik)e|2 =
∫
∂Ä

|∂νe|2+ k2|e|2. (42)

Using this result, the energy defined by Eq. (27) can be written for one subdomainÄi as

Em+1
i =

∫
∂Äi

∣∣(∂νi + ik
)
em+1

i

∣∣2− (α − k)2
∫
0i

∣∣em+1
i

∣∣2
=
∫
6i j

∣∣(∂νi + ik
)
em+1

i

∣∣2+ ∫
Bi

∣∣(∂νi + ik
)
em+1

i

∣∣2.
The last two integrals can be written in terms of the solution at the previous iteration
according to Eqs. (25) and (26),

Em+1
i =

∑
k

∫
6ik

∣∣(−∂νk + ik
)
em

k

∣∣2+ ∫
Bi

∣∣(Mem)i + ikem
i

∣∣2,
where the sum is performed for all subdomainsÄk adjacent toÄi .

The energy for all subdomains will be

Em+1 =
∑

i

Em+1
i

=
∑

j

∫
∂Ä j

∣∣(−∂ν j + ik
)
em

j

∣∣2− (α − k)2
∑

j

∫
0 j

∣∣em
j

∣∣2
−
∑

j

∫
B j

∣∣(−∂ν j + ik
)
em

j

∣∣2+ ∫
B
|(Mem)+ ikem|2

= Em +
∫
B

(
|Mem + ikem|2− ∣∣−∂νem + ikem

∣∣2).
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The second part of Eq. (28) is obtained by using the identity true for any two complex
numbersz1 andz2,

|z1+ iz2|2 = |z1|2+ |z2|2+ 2=(z̄2z1),

wherez̄2 is the complex conjugate ofz2 and= denotes the imaginary part.
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